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Abstract
One of the main relevant financial services is the credit risk assessment, whose aim is to support financial institutes in defining
their policies and strategies. In the last years, traditional credit risk services have been disrupted by the arise of Social Lending
Platforms. This paper reports an experimental analysis relying on the use of different machine learning models to deal with
credit risk in social lending platform. For this reason, we use a real world dataset, composed by 877,956 samples, to compare
our results w.r.t. state-of-the-art baselines and benchmarks, also evaluating the explanaibility of the proposed three best
models using different well-known XAI tools. Hence, the proposed study aims to design both effectiveness and explainable
credit risk models.
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1. Introduction
In the last years, the pervasive use of Artificial Intelli-
gence (AI) models has brought effectiveness improve-
ments in several application domains, including the fi-
nancial sector. Nowadays, several financial services have
benefited from the introduction of artificial intelligence-
based models by defining a new generation of financial
technology (FinTech)-based systems, which have enabled
the definition of a range of services such as lending, pay-
ment, risk and regulatory management [1, 2]. Hence one
of the main challenge is the large of data produced by
digital financial services; in fact, the financial transaction
processed per day hanno raggiunto il valore di 14 tril-
lioni, generando un incremento delle revenue del global
payments del 12% negli ultimi due anni raggiungendo un
valore pari a 1.9 trilions of dollars in 2018 [3].

In particular, researchers and practitioners have been
increasingly interested in defining AI-based methodolo-
gies with the aim to jointly increase their revenues and
minimize associated risks, leading to new opportunities
and challenges, as discussed in [4]. The Basel Committee
on Banking Supervision (BCBS) has classified banking
risks into three categories, namely credit, market, and
operational risks. According to [5], credit risks account
for approximately 60% of banks’ risks., which is mainly
due to the arise of Social Lending Platforms.
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These platforms enable communications among
lenders and borrowers without any transaction costs,
that are typically for traditional financial institute. These
platforms facilitate the fundraising process for borrowers
by allowing lenders of all sizes to participate. In fact, a
study shows how the Social Lending platform transac-
tions in China had grown by 35.90% and 50% w.r.t. the
previous years and since late 2017, respectively. Never-
theless, lenders are exposed to risks when investing in
P2P lending, particularly in the form of credit risk, which
is assessed through the process of credit scoring. This risk
arises primarily from the possibility that borrowers may
be unable to repay their loans.

Typically, credit risk assessment for financial opera-
tions, including Social Lending transactions, is defined
as a binary classification problem [6, 7], where the focus
is on whether debts are repaid or not. The loan payment
status is classified as either fully paid (represented as ”0”)
or defaulted (represented as ”1”). Nevertheless, according
to a report made by TransUnion in 2016, social lending
platforms made up approximately 30% of the unsecured
installment loan sector [8].

Hence, Social lending platforms pose unique chal-
lenges w.r.t. traditional methods, dealing with high-
dimensionality, sparsity, and imbalance data ([9, 10]).
Furthermore, the risk of defaults in P2P lending plat-
forms is generally higher than in traditional methods due
to the issues of lenders in accurately assessing borrowers’
risk levels ([11]). Hence, the primary challenge concerns
how it is possible to evaluate creditworthiness of loan
applicants, since borrowers often lack a sufficient credit
history, and simply adding more features may not neces-
sarily improve the accuracy of the assessment [12, 13].

Different statistical approaches have been proposed
although they do not properly cover non-linear effects
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among different variables.
This paper represents an extended abstract of our pre-

vious study [14], where we designed a benchmark of
machine learning models for credit scoring prediction,
whose results have been compared w.r.t. the state of the
art ones. In particular, the credit scoring task has been
designed as a binary problem corresponding to the deci-
sion whether a loan or no on Social Lending platforms.
The results have been investigated using several sam-
pling strategies for dealing with the unbalanced issues
in these datasets and different measures, also using eX-
plainable Artificial Intelligence (XAI) tools for explaining
the prediction of the analyzed machine learning models.

2. Methodology
The proposed benchmark is designed to deal with the
credit risk prediction task with the aim tosupport in-
vestors in evaluating potential borrowers on social lend-
ing platforms. In particular, members, registered on these
platforms, complete a detailed application regarding their
financial history and the reason for seeking a loan, with-
out the involvement of financial intermediaries. Lenders
can earn higher returns than what is typically offered
through banks’ savings and investment products, while
borrowers can access funds at lower interest rates.

Figure 1 shows the three main components in the
benchmark testbed: ingestion, classification and expla-
nation.

The ingestion module is responsible for crawling data
from social lending platforms, also performing data clean-
ing and feature selection operations on the basis of the
chosen classifier. Firstly, data is cleaned by removing
features having a significant number of missing or null
values, as well as zero variance attributes. Successively,
several transformations are performed on the dataset,
such as converting categorical features into numeric ones
and changing date attributes into numerical values. Addi-
tionally, a correlation analysis is conducted with respect
to the loan status to gain a better understanding of the
data and their attribute trends.

The second component is responsible for credit predic-
tion for a given user, which is impacted by the imbalance
problem, typical issue in Social Lending platforms. This
imbalance problem arises due to the high number of re-
jected loans compared to those that are requested.

For the classification stage, three of most efficacy mod-
els in credit score prediction have been selected we se-
lected three of the most commonly used classifiers for
credit score prediction [15, 16, 17, 18, 19].

Furthermore, we train the chosen machine learning
models on the basis of different sampling strategies to
address data imbalance issues: random under-sampling
and over-sampling, that respectively and smoothing.

Figure 1: Benchmark Testbed

The third module deals with comparing different XAI
techniques to explain the results obtained with the aim
to explaine prediction outcome for highlighing how deci-
sions are made. In particular, we compared five different
XAI tools: LIME [20], Anchors [21], SHapley Additive ex-
Planations (SHAP) [22], Balanced English Explanations of
Forecasts (BEEF) [23] and Local Rule-Based Explanations
(LORE) [24].

3. Experimental Evaluation
In this section, we describe the analysis made for evaluat-
ing the effectiveness of different classification models on
the basis of several sampling strategies and evaluation
metrics.

In particular, we have used a dataset from a real-world
Social Lending platform, named Lending Club1, including
877, 956 samples and 151 features, with the target class
for our problem being the loan status. As suggested by

1https://www.lendingclub.com/
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previous research ([15, 19]), we have used the values of
the loan status, which are presented in Table 1.

Loan Status Samples number
Current 395.901
Fully Paid 354,994
Charged Off 107,384
Late (31-120 days) 12,550
In-grace period 4,703
Late (16-30 days) 2,393
Default 31
Total 877,956

Table 1
Data-set characterization

We only included ”FullyPaid” or ”Charged off” labels
due towe are intereting in predictingwheter a loanwould
be paid back or not. Under this assumption, we generate
an imbalanced dataset, in which 77% and 23% of samples
are fully paid and charged off, respectively. Furthermore,
we perform a 10-fold cross-validation, in which we split
the dataset according to 75:25 ratio for each fold, com-
puting mean and standard deviation for each classifier
during the training process.

The best results have been compared w.r.t. the ones in
[19, 25] on the basis of several metrics (Precision, FP-Rate,
Area Under Curve (AUC), accuracy (ACC), Sensitivity
(TPR), Specificity (TNR), and G-mean).

The analysis has been made on a Platform-as-a-Service
(PaaS) Google Colab2, providing 12 GB of RAM and a
Tesla K80 with 2496 CUDA core and a software stack
composed by Python 3.6 with scikit-learn 0.23.13.

4. Results
In this section, our highest results shown in Table 2 w.r.t.
the best ones in ([19]) and ([25]).

It is easy to note that our RF-RUS configuration, shown
in Table 2 achieves lower accuracy measure w.r.t. the
best outcome in [19] in Table 3 while AUC (0.717) and
Specificity (0.68) values are higher than the best results in
([19]). Furthermore, our aim is to reduce the number of
false positive because the misclassification cost are more
higher than assigning good loans [26]. On the other hand,
Table 4 shows higher specificity values compared to our
results while achieving lower sensitivity value than ours.

Furthermore, we investigate the epxlanation of the
individual predictions by randomly selecting a group of
possible features (25% of the total) that were considered
”untrustworthy”, being unrecognized by users. An oracle
has been designed for each combination of the chosen
features to label test set by classifying as ”untrustworthy”

2https://colab.research.google.com/
3https://scikit-learn.org/stable/index.html

if the prediction changed when untrustworthy features
were removed from the instance (simulating human dis-
counts), and trustworthy otherwise. In conclusion, we
evaluate test set prediction through different explanation
methods, whose results are compared with the trustwor-
thiness oracles (see Table 5) and performing 10 random
sampling from the dataset.

It is worth to note in Table 5 that LORE achieves high-
est outcomes w.r.t. the other ones by combining local pre-
dictions and counterfacts explanation for providing user-
friendly explanation in understanding which features
affect changes in predictions. In turn, LIME achieves
higher coverage because it describe each prediction as
a weighted sum while SHAP provides more reliable out-
comes through the use of SHAP values, whose expensive
computational complexity can be addressed by using sev-
eral heuristics. In conclusion, BEEF and Anchors suffer
of limited expressive power, being based on rules.

5. Conclusion
Predicting credit risk is a relevant challenge in the finance
industry, particularly in Social lending platforms where
high dimensionality and imbalanced data present unique
challenges. This study proposes a benchmark for evalu-
ating the effectiveness of machine learning techniques
for credit risk prediction in real-world social lending plat-
forms, with a focus on managing imbalanced data sets
and ensuring explainability.

Future work will focused on considering additional So-
cial Lending platforms, also designing novel techniques
such as deep learning and ensemble strategies that may
offer improved performance (see [27]) although they are
less explainable.
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