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“Artificial Intelligence (AI) this
century is likely to be sufficiently
transformative to precipitate a
transition comparable to (or more
significant than) the agricultural or
industrial revolution.”

01:Introduction

Allan Dafoe, 2018
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AI for Media and games

Research has shown that AI has 
tremendous potential in the field of media 
and gaming, particularly in the 
development of eXtended Reality (XR) 
applications.

This has led to a search for new and 
innovative ways to engage and immerse 
users.

01: Introduction
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AI for Media and games

However, to enhance the user experience 
in XR applications, researchers are 
exploring new ways of interaction that go 
beyond traditional Human Computer 
Interaction (HCI) methods.

This is due to the limitations of traditional 
HCI methods, which can limit the ability of 
users to fully immerse themselves in XR 
environments.

01: Introduction

Traditional HCI methods

keyboard

mouse

controller

Novel HCI methods

gesture

recognition

speech 

recognition
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AI for Human-Computer interaction

01: Introduction

Research activities conducted by the Laboratory of Computer Graphics and Parallel 

Computing (GPU Lab) of the University of Basilicata.

XR gesture recognition
system

Utilizes machine learning
algorithms to recognize and
interpret hand gestures in real-
time within virtual and
augmented reality environments. Virtual Dressing Room

Enables users to create a
realistic 3D model of themselves,
which can be used to try on
virtual clothing and accessories.
It includes Body Tracking and
Anthropometric Measurement
Systems.

Upper limb segmentation
system

Utilizes deep learning techniques
for upper limb segmentation in
egocentric vision and
unconstrained real-world
scenarios.
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Egocentric Upper Limb Segmentation in Unconstrained 
Real-Life Scenarios

Encoder-decoder deep 
convolutional neural 

network using 
DeepLabv3+ 
architecture.

Extend hand 
segmentation to upper 
limb segmentation in 
egocentric vision and 
real-world scenarios.

MethodologyObjective

02: Egocentric Upper Limb Segmentation

One promising area of research in HCI is

egocentric vision-based approaches for controlling

virtual avatars using body movements.
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Neural Network Architecture

02: Egocentric Upper Limb Segmentation

Training: Stochastic gradient descent optimization, pre-trained weights from ImageNet and MS-COCO 

datasets.

Dataset: Approximately 46,000 RGB images with accurate labels capturing unconstrained real-life 

activities.
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Results

Our trained network achieved impressive 
results for both whole upper limb and 
hand-only segmentation tasks, 
significantly outperforming the state-of-
the-art (SOTA).

We compared our outcomes with 
Ego2Hands, EgoArm, and HGR-Net, 
showing the superiority of our network in 
various challenging scenarios.

02: Egocentric Upper Limb Segmentation
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Publication

02: Egocentric Upper Limb Segmentation

M. Gruosso, N. Capece, U. Erra, Egocentric

upper limb segmentation in unconstrained

real-life scenarios, Virtual Reality (2022) 1–13.
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Idea: To develop a gesture tracking 
system that is more affordable and 
usable compared to Leap Motion or 
modern headsets.

To address the need for low-cost HGR 
solutions, we propose a deep learning 
approach that enables hand gesture 
recognition using a simple, low-cost 
RGB camera.

XR Hand Gesture Recognition System
with a simple RGB camera

03: XR Hand Gesture Recognition System
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System pipeline 

03: XR Hand Gesture Recognition System
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Dataset

03: XR Hand Gesture Recognition System

Static Gestures Dynamic gestures
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XR Application

03: XR Hand Gesture Recognition System

The gesture recognition system presented was employed in a collaborative augmented 

reality application for real-time 3D scene creation.
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Publication

03: XR Hand Gesture Recognition System

Nicola Capece, Gilda Manfredi, Vincenzo Macellaro, 

and Pietro Carratù. An easy Hand Gesture

Recognition System for XR-based collaborative 

purposes. In IEEE International Conference on 

Metrology for eXtended Reality, Artificial Intelligence 

and Neural Engineering. IEEE, 2022.
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Virtual Dressing Rooms

Virtual Dressing Rooms (VDRs) are an 
emerging technology that allows users to try 
on clothing virtually without physically 
wearing the clothes.

Computer vision and deep learning track 
user's body and simulate clothing in real-
time.

Potential to revolutionize retail, providing 
personalized shopping and reducing physical 
inventory.

04: Virtual Dressing Room with Body Tracking
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Our VDR solution

04: Virtual Dressing Room with Body Tracking

Purpose: overcome the
limitations of virtual
dressing rooms currently
available on the market.

No clothing 
animations

Clothes that do not fit the 
user's body

Presence of artifacts in 
clothing

Source: FXMirror 3DSource: asizer.comSource: https://style.me/
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System Architecture

04: Virtual Dressing Room with Body Tracking

Unreal

Engine

Project 

One-time Operations Real-time Operations

Creating a basic avatar 

with morph targets
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Phases of the basic avatar creation algorithm

04: Virtual Dressing Room with Body Tracking

Phase 1: Creation of 
Mesh and Morph Targets

Avatar 

base

Morph targets 

Phase 2: adaptation of the basic 
skeleton with the UE4 mannequin one

Base skeleton UE4 skeleton

Phase 3: creation of the 
low resolution Mesh for 
the clothing simulation 

engine

Step 4: Export as 
FBX file

• High-resolution 
mesh

• Low-resolution 
mesh

• skeleton
• morph targets 
• materials
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Garment modeling

04: Virtual Dressing Room with Body Tracking

The modeling 

process begins with a 

2D paper pattern

Define the seams on 

the edges of the 

pattern

The pattern sections 

should be placed 

close to the base 

avatar

You have to set the 

physical 

parameters of the 

fabric

Dress simulation 

can be performed

Cotton

thickness = …

damping = …
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Camera Operations

04: Virtual Dressing Room with Body Tracking

User’s motion tracking

Anthropometric measurements calculation
Camera

Plugin
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Camera Operations

04: Virtual Dressing Room with Body Tracking

Application for calculating anthropometric measurements

Rong, Yu et al. “FrankMocap: A Monocular 3D Whole-Body 
Pose Estimation System via Regression and Integration.” 
2021 IEEE/CVF International Conference on Computer Vision 
Workshops (ICCVW) (2021): 1749-1759.

The calculation of the 
anthropometric 
measures for the 
deformation of the avatar 
is an example of 
procedural modeling.

FrankMocap

We use skeleton and mesh 
reconstructed by FrankMocap to 
calculate the anthropometric 
measurements

Anthropometric measurements calculation
Camera

Plugin
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Camera Operations

04: Virtual Dressing Room with Body Tracking

While the calculation of anthropometric measurements is performed only once for each 
user, the tracking of movements takes place for each camera frame.

User’s motion trackingCamera

Plugin

ZED camera

Uses Neural Networks to get 2D 

and 3D information (position and 

orientation) of a series of body 

keypoints.
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Camera Operations

04: Virtual Dressing Room with Body Tracking

While the calculation of anthropometric measurements is performed only once for each 
user, the tracking of movements takes place for each camera frame.

User’s motion trackingCamera

Plugin

Azure Kinect camera
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Camera Operations

04: Virtual Dressing Room with Body Tracking

While the calculation of anthropometric measurements is performed only once for each 
user, the tracking of movements takes place for each camera frame.

User’s motion trackingCamera

Plugin

Simple RGB camera

• Utilizes MediaPipe’s

convolutional neural network 

for joint detection and 

tracking

• Trained on large labeled 

image datasets for accuracy

• Estimates 3D positions of 

detected joints

• The body tracking plugin 

maps joints to UE4 

mannequin skeleton for 

animation
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Publication

04: Virtual Dressing Room with Body Tracking

Gilda Manfredi, Nicola Capece, Ugo Erra, Gabriele 

Gilio, Vincenzo Baldi, and Simone Gerardo Di 

Domenico. TryItOn: A Virtual Dressing Room with 

Motion Tracking and Physically Based Garment

Simulation. In International Conference on 

Extended Reality, pages 63–76. Springer, 2022



Thank you for 
your attention
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