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Abstract
Object detection on grocery store shelves has become essential in retail industries to ensure planogram compliance: arranging products in a specific layout to maximize sales and improve customer experience. Neural networks have been widely employed for this task, achieving excellent performances. However, standard datasets may not be adequate for this task as they are often region-specific or too generic, making it difficult to distinguish between different products. To address this issue, we propose using synthetic images to create a more diverse and comprehensive dataset. Our results show that synthetic images can successfully train a detection system resilient to challenging scenarios (e.g., occlusions and variations in lighting conditions).
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1. Introduction
Automation, especially deep learning, in the retail context, has become an important area of research in recent years [1, 2], with applications ranging from ensuring products are arranged on shelves correctly and keeping track of how much inventory there is. Neural networks have been used to detect objects on shelves [3, 4] but require large amounts of labeled data to be trained effectively. While datasets such as GroZi-120 [5], SKU-110k [6], and many more have been proposed for this purpose, they are comprised of region-specific products or the labeling is too generic (i.e., every object belongs to the same class), making it difficult to distinguish between different local products accurately.

Synthetic data is a popular solution for addressing the challenge of limited hand-labeled data required to train intelligent systems. By generating synthetic data, diverse and comprehensive datasets can be set up, simulating various scenarios and conditions that may be difficult to capture in real-world datasets. This can ultimately improve the performance and generalizability of the trained models. For instance, in autonomous driving, synthetic datasets can be effectively used to train neural networks with high accuracy [7, 8, 9].

This paper presents our approach for generating synthetic images to train a YOLOv5 [10] neural network for object detection on shelves. We demonstrate the effectiveness of our approach through experimental results, and we show that our system achieves high accuracy in detecting different products on shelves, demonstrating that our model, trained on synthetic datasets, can perform well even on real images. Overall, our approach provides a valuable contribution to the field of object detection in the retail context. It offers a practical solution for addressing the challenges posed by limited datasets.

2. Facing the lack of labeled data
To train our neural network to detect groceries on shelves, we generated synthetic images of retail store shelves using the BlenderProc library [11]: a Python library that enables the automation of the rendering process in Blender, a popular open-source 3D modeling software. This tool provides a flexible and efficient framework for generating large-scale datasets of synthetic images with diverse configurations and conditions.

2.1. Image synthesis
To create a diverse and comprehensive dataset, first, we faithfully modeled each product that the network should detect; then, for each render, we randomized various elements of the scene, including the shelf, the products, their position and rotation, the camera point of view, and the illumination. By randomizing these elements, we could generate many images with different configurations and conditions to simulate real-world scenarios. To increase the specificity of the neural network and reduce the network’s false positive detections, we also added negative samples, i.e., products that should not be recognized, such as objects with features similar to our targets or unrelated items.

2.2. Automated labeling
The annotation of products in the renders is done automatically by BlenderProc using a built-in algorithm that uses the information of the 3D model to project the
bounding boxes into the 2D image plane. Of all the generated bounding boxes, we keep only those corresponding to products with at least 50% of the area visible in the render. Besides the box information, each label includes the product’s class (i.e., the EAN). This automated annotation process saves time and resources, eliminating the need for manual annotation. Additionally, it ensures consistency and accuracy in the annotation process, as it is performed uniformly for all images in the dataset.

Figure 1 shows some examples of the synthetic images we generated using our system. The rendered images display a retail store shelf with various products the model aims to recognize. The positive examples, i.e., the products the network should detect, are annotated with bounding boxes, which vary in color based on the object’s class. The images also include negative examples, although without ground truth information. The examples are presented in different orientations, positions, and configurations, and the scene is superimposed on a randomly selected background image.

2.3. Neural network training

We used images at standard COCO resolution to train our YOLO network. However, to generate the synthetic images for training, we create them with a higher resolution. The reason for this is that the higher resolution allows us to capture more details and information about the scene, which can improve the performance and accuracy of the trained model. Additionally, by rendering at a higher resolution, we can downsample the images to the desired training resolution without losing too much information or detail. This approach ensures the training images retain sufficient quality and clarity, even after downsampling.

To increase the robustness of our trained YOLO model and improve its generalization capabilities, during training time, we added a random background to the shelf renders. By doing so, we increased the variance of the training data and reduced bias toward specific background patterns or textures. This ensures that the model is invariant to the background around the shelf when applied to natural images, as it has learned to detect the products regardless of the background. To achieve this, we used a collection of high-resolution images of various backgrounds, and we randomly selected and inserted one of these images behind the shelf in each render. Adding this extra variability to the training data has improved the model’s ability to detect products in a wide range of real-world environments.

3. Result of synthetic training on real samples

To test the model trained using synthetic images, we used a hand-labeled dataset with a total of 73 different classes. During our testing, we focused on dental hygiene products. The results of this study demonstrate that the object detection model can generalize well to natural images. The model achieved good performance on real images with an average Precision of 0.846 and an average Recall of 0.883, indicating that the model can accurately identify objects in various settings.

Figure 2 shows detection results on a sample of natural images. The model can detect objects accurately in various settings and lighting conditions. Overall, these results suggest that utilizing synthetic data to train object detection models has the potential to be a powerful tool for improving the accuracy and efficiency of computer vision systems.
4. Conclusions

We presented an approach for generating synthetic images to train a YOLOv5 neural network for object detection of groceries products. Our approach relies on using BlenderProc to automate the rendering and labeling process in Blender, creating a diverse and comprehensive dataset of synthetic images that can simulate various scenarios and conditions. Our system achieved high accuracy in detecting different products on shelves, and our experiments demonstrated that the model trained on synthetic datasets could perform well on real images. Our approach provides a valuable contribution to object detection in the retail context, offering a practical solution for addressing the challenges posed by limited datasets. Future work may focus on refining the generation process and expanding the model’s capability to detect additional products or improve its speed and efficiency.
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