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definitions

A post- h oc m ode l built  to 
understand h ow th e  origina l 
b lack box m ode l reach ed a  

ce rta in  conclusion

Explainability
A wh ite  box m ode l in  wh ich  it  is  

c lea r wh a t  th e  underlying 
reasoning is

interpretability



EXAMPLES
Consider a  c lassifica t ion  a lgorith m  th a t  

ca tegorizes upcom ing pa tien ts  of a  part icu la r 
condit ion  in to h ea lth y or unh ea lth y based on  

a  da ta  se t  com prising m illions of ph ysiologica l 
ch arac te ris t ics  of past  pa tien ts . In  order to 
de te rm ine  wh eth er th e  system  c lassifies  a  
new pa tien t  as  h ea lth y or ill, doctors  m ay 

en te r da ta  from  th e  pa tien t , inc luding b lood 
leve ls , sym ptom s, anam nesis , genom ic  

in form ation , lifestyle  ch oices, age , num ber of 
ch ildren , e th n ic ity, we igh t , h e igh t , num ber of 
s leep h ours , job , place  of b irth , e tc . Because  

of th e  num erous and in trica te  fea tures, 
pa ram ete rs , and layers  th a t  a re  em ployed in  

producing th e  ou tpu t , th e  system  is  unable  to 
de te rm ine  th e  cause  of th e  pa tien t’s  illness , 

such  as  th e  fac t  th a t  th e  b lood leve ls  a re  
abnorm al for som eone  of th e  pa tien t 's  age , 

e th n ic ity, we igh t, and exerc ise . 

Considering a  system  th a t  predic ts  th e  
like lih ood of not  be ing ab le  to pay back a  

m ortgage  and is  used by a  financia l 
inst itu t ion  to deny credit , we  would consider 

it  in te rpre tab le  on ly if it  m ade  c lea r wh ich  
financia lly s ign ifican t  fac tors—such  as  wage , 

job  type , age , concurren t  loans, m arita l 
s ta tus, and educa tion—were  used by th e  

m odel to produce  th e  ou tpu t , wh a t  
re la t ionsh ip were  found be tween  th em  (e .g., 

educa ted persons a re  m ore  like ly to h ave  h igh  
incom es), and wh ich  ones were  given  a  

h igh er weigh t th an  oth ers  (for exam ple , th e  
system  could weigh t th e  past  m obility as  an  
unfavourab le condit ion  and weigh t it  m ore  

th a t  an  advanced age .
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Transparency is  a  key principle  and an  overa rch ing 
obliga t ion  in  th e  wh ole  EU legisla t ion  and with in  th e  
Digita l Stra tegy, but  it  is  a lso an  im portan t  e th ica l 
and lega l requirem ent provided by na t iona l laws 
and guide lines in  som e fie lds re la t ing to h igh - risk 
system s.

Th e  “righ t  of explana tion” in  GDPR is  pa rt  of 
t ransparency: da ta  subjects  h ave  th e  righ t  to 
rece ive  inform ation  about  th e  ra t iona le  beh ind or 
th e  crite ria  re lied on  in  reach ing an  au tom ated 
decision  th a t  h as an  im pact  on  th e ir life , and about  
th e  significance  and envisaged consequences of 
th e  processing of th e ir da ta , a s  provided by Art ic les  
13 and 14 of GDPR. 

transparency



Co n v e n t io n  10 8+, 
a r t ic l e  10

“Data  subjects  sh ould be  en tit led to know th e  reasoning underlying th e  
processing of th e ir da ta , inc luding th e  consequences of such  reasoning, wh ich  

led to any resu lt ing conclusions, in  part icu la r in  cases involving th e  use  of 
a lgorith m s for au tom ated decision  m aking including profiling. For instance , in  

th e  case  of credit  scoring, th ey sh ould be  en tit led to know th e  logic  
underpinning th e  processing of th e ir da ta  and resu lt ing in  a  ‘yes’ or ‘no’ 
decision , and not  s im ply inform ation  on  th e  decision  itse lf. With out  an  

understanding of th ese  e lem ents, th e re  could be  no e ffec t ive  exerc ise  of oth er 
essentia l sa feguards such  as th e  righ t  to object  and th e  righ t  to com pla in  to a  

com petent  au th ority”.



Articles 13 
a n d  14 o f  

t h e  AI Ac t  
Pr o po sa l
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—AI AC T, ARTIC LE 13

Transparency and provision  of inform ation  to use rs  1. High - risk AI system s sh a ll be  
designed and deve loped in  such  a  way to ensure  th a t  th e ir opera t ion  is  suffic ien tly 
transparent  to enable  use rs  to in te rpre t  th e  system ’s output  and use  it  appropria te ly. An 
appropria te  type  and degree  of t ransparency sh a ll be  ensured […] 3. Th e  inform ation  
re fe rred to in  paragraph  2 sh a ll specify: […] (d) th e  h um an oversigh t  m easures re fe rred 
to in  Art ic le  14, inc luding th e  tech nica l m easures put  in  place  to fac ilita te  th e  
in te rpre ta t ion  of th e  outputs  of AI system s by th e  use rs  […]”



Ar t ic l e  14
Artic le  14 m entions th e  concept  of in te rpre tab ility 
wh en  re fe rring to th e  h um an oversigh t  m easures, 

prescrib ing th a t  one  of th e  m easures to ach ieve  it  is  to 
enable  th e  use r to “correc t ly in te rpre t  th e  h igh - risk AI 
system ’s ou tput , taking in to account  in  part icu la r th e  
ch arac te rist ics  of th e  system  and th e  in te rpre ta t ion  

tools  and m eth ods ava ilab le”.

In te rpre tab ility is  th en  a  m andatory, ye t  a lte rna t ive , 
m easure  to m ake  sure  th a t  a  h um an is  a lways kept  in  

th e  loop to oversee  th e  beh avior of th e  AI system . 
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Th e  r ig h t  t o  t e c h n ic a l  in t e r pr e t a bil it y

Only wh ite  boxes 
guarantee  a  rea l in form ed 

consent

Informed 
consent

You cannot  ch a llenge  
wh at  you  don’t  know

Right to 
challenge

Wh ite  boxes genera te  
m ore  trust

Trust

In  b lack boxes, it  is  not  
possib le  to de tec t  b iases 

in  advance

Bias detection
In  b lack boxes, it  is  not  

possib le  to m it iga te  b iases

Bias mitigation



solutions

Build com bined m ode ls  
wh ich  guarantee  
in te rpre tab ility of 

decisions

Multimodal ai
Enact  non- tech nica l 

m easures to guarantee  an  
e ffec t ive  h um an in te rvention  

in  th e  decision

Human oversight
Use  b lack boxes only wh en 

rea lly needed (h igh  
accuracy, im age  ana lysis)

Black boxes 
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