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Abstract
These notes present a summary to [1], where we present an empirical data-driven methodology to identify anomalies (points
anomaly) in industrial contexts where the production process is characterized by time series with unknown distribution.
The methodology was developed within the AutoXAI2 project, born from the cooperation between Sant’Anna School for
Advanced Studies of Pisa (EMbeDS – department of excellence for economics and management in the era of data science), and
the A.Celli company of Lucca, leader in the supply of machinery and advanced technologies for the paper and nonwovens
market (www.acelli.it). The project is co-funded by Tuscany region and the company. The objective of the project is to
identify anomalies during the production process of the A.Celli tissue machine.
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1. Introduction
[1] introduces a method for anomalies detection in in-
dustrial contexts in the particular case where:

• the production process is characterized by time
series with unknown distribution,

• the data have no labels of past anomalies (i.e., we
are in an unsupervised framework).

• any information relating to the type of anomalies
to be found is missing. In particular, there is
no information about their duration and which
variables should be monitored more frequently.

We propose an agnostic 5-steps methodology to classify
one or more observations as anomalies in a context as
that described above, which is based on first principles
of statistical learning (variance inflation factor, Maha-
lanobis distance, and Chebyshev’s inequality). The pro-
posed methodology is easy to implement, fast to run,
does not require the knowledge of the distribution of the
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variables, has low cost, and allows an easy interpretation
of the results. However, it requires collaboration with a
domain expert from the company, especially in the first
phase, to assess that the identified anomalies are really
relevant to the production process. In particular, short
anomalies could be simple sensor noise, or there could
be long events due to insignificant variables.

2. Methodology
Let X𝐴 be an 𝑛 × 𝑇𝐴 array of observations relative to
the production process without anomalies. We want
to detect possible anomalies in X𝐵, i.e. a new 𝑛 × 𝑇𝐵
array of observations, where 𝑇𝐴 ≫ 𝑇𝐵. For the 𝑛 × 𝑇𝑡𝑜𝑡
matrixX𝑡𝑜𝑡 = (X𝐴,X𝐵), with 𝑇𝑡𝑜𝑡 = 𝑇𝐴+𝑇𝐵, the proposed
procedure is summarized as follows.

• Step 1 - Data cleaning. Remove the variables irrel-
evant according to the domain expert.

• Step 2 - Smoothing. For a window of size ℎ, a me-
dian filter applied to each of the 𝑇𝑡𝑜𝑡-dimensional
vector x𝑖’s works as follows:

𝑤𝑖1 = 𝑚𝑒𝑑(𝑥1, … , 𝑥ℎ),
𝑤𝑖2 = 𝑚𝑒𝑑(𝑥2, … , 𝑥ℎ+1),

⋮
𝑤𝑖𝑇𝑡𝑜𝑡−ℎ+1 = 𝑚𝑒𝑑(𝑥𝑇−ℎ, … , 𝑥𝑇𝑡𝑜𝑡).

Thus, we replace the 𝑛 × 𝑇𝑡𝑜𝑡 matrix X𝑡𝑜𝑡 with the
𝑛 × 𝑇𝑡𝑜𝑡 − ℎ + 1 matrix W.

• Step 3 - VIF. Get the 𝑚 × 𝑇𝑡𝑜𝑡 − ℎ + 1 matrix W̃,
where 𝑚 ≤ 𝑛 composed by variables with VIF<5.
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• Step 4 - Anomalies detection. Calculate 𝑀𝐷(W̃),
i.e. the Mahalanobis distance relative to W̃, and
standardize it to obtain 𝑍𝑚𝑑(w̃). Then, we ob-
tain a new binary variable, named Y, equal to
1 if |𝑍𝑚𝑑𝑡(w̃)| ≥ 𝑘, 𝑡 = 1, … , 𝑇, and 0 otherwise.

• Step 5 - Variable detection. Identify the variable
that most contributes to the observed anomalies
through

𝑚𝑎𝑥1≤𝑗≤𝑚𝐶𝑜𝑟𝑟(𝑌 , 𝑋𝐵𝑗). (1)

3. Validation
We apply our procedure to the Server Machine Dataset
(SMD). SMD is a 5-week-long dataset collected from a
large Internet company [2] and composed of 38 vari-
ables. It contains metrics like CPU load, network usage,
memory usage, etc, and is made up of data from 28 dif-
ferent machines where the observations are collected
per minute. In particular, the dataset contains periods
with and without anomalies and therefore can be used to
validate the proposed methodology. We try to identify
anomalies for the first machine only and the main goal
is getting a large 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃+𝐹𝑃 , where 𝑇𝑃 and 𝐹𝑃
indicate true and false positives, respectively. The dataset
for the first machine of the SMD dataset is composed as
follows:

• 𝑋𝐴: 15800 timepoints without anomalies.
• 𝑋𝐵, … , 𝑋𝐼: 8 clusters of anomalies, about overall
12700 timepoints for all 8 clusters

Figure 1: Anomalies in the test set of the first machine of the
SMD dataset. The x-axis shows the dates on which the data
were collected. Anomalies are denoted with y value, a zero-
value denotes the absence of anomalies, while -1 indicates the
presence of anomalies.

The proposed methodology is thus applied to the datasets
(𝑋𝐴, 𝑋𝐵), (𝑋𝐴, 𝑋𝐶),… , (𝑋𝐴, 𝑋𝐼), separately.

We consider three different values of the smoothing pa-
rameter ℎ, namely 1 (no smoothing), 10 (medium smooth-
ing), 60 (high smoothing). The results of this validation
study can be summarized as follows.

• No smoothing: Without smoothing the data
the proposed methodology always identifies the
anomalies in correspondence with the true ones.
However, there are also some false positives
among the identified anomalies. It means that
without a smoothing step, the proposed proce-
dure is sensitive to noises in the data, which can
be considered short irrelevant shocks. Therefore,
with no smoothing, we get 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 < 1.

• Medium smoothing: By applying a slight/medium
level of smoothing, it is observed that the problem
of false positives is largely resolved. Furthermore,
it is observed that smoothing makes our proce-
dure more sensitive to true anomalies of long
duration and consequently the number of true
positives increases.

• High smoothing: In the most extreme considered
case of high smooth, there are no false positives in
any of the considered cases. However, we select
to identify only anomalies with a relatively large
duration. Therefore, with a large smoothing, we
get 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 1.
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